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Background
Recently proposed Story Cloze Test is a commonsense machine comprehension 
application to deal with natural language understanding problem. This dataset 
contains a lot of story tests which require commonsense inference ability. 
Unfortunately, the training data is almost unsupervised where each context 
document followed with only one positive sentence that can be inferred from 
the context. However, in the testing period, we must make inference from two 
candidate sentences. To tackle this problem, we employ the generative 
adversarial networks (GANs) to generate fake sentence. We proposed a 
Conditional GANs (CGANs) in which the generator is conditioned by the 
context. Our experiments show the advantage of the CGANs in discriminating 
sentence and achieve state-of-the-art results in commonsense story reading 
comprehension task compared with previous feature engineering and deep 
learning methods. 

Task definition

Key points

Generate the negative 
sentence(i.e. the wrong candidate)

Methods

Use Generative adversarial networks(GANs) to 
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A Hierarchical context-target GRU network to give the score of a 
target given the context
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Tricks to train GANs

•Pre-training the generator 
with MLE

•Adding small noise to the 
inputs of the discriminator 
in each step

•Instead of training the 
generator and discriminator 
with fixed ratio, we monitor 
the score of the real and 
fake example and tuning the 
training step for D and G 
thereof.

Experiments

Results

Performance with respect to the training process. X-axis is the 
training examples that had been fed to the discriminator. The 
red line is the normalized Euclidian distance between true 
target sentence and generated fake sentence.

The training loss w.r.t. discriminator and generator. The right 
model is not fed with noise. We add noise to the from step 
1000 to the end, one step equals to 8 batches.

An example drawn from the validation set. The red rectangle denotes the attention weight. Deeper color means more attention.
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