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The IARNN-WORD did not take
the context information into
account, but the context for a
word is important for
determining its meaning and thus
attention weights

Background

In traditional attention based RNN models,the attention  gry

is added to the hidden states, but in RNN the hidden
states near the end of the sentence are expected to

capture more information, so it is bound to get more m

information from the resource. nttention - % 50 % 0 % we(t) = Mych 1 + Mger,
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RNN

Directly embed the attention
information into the recurrent
activation unit, which take the
attention information into recurrent
process in a more generalized way.
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Question Answer

i o

The attention may biased toward the later coming words
in a sentence, which is illustrated in the following picture.

attention weight
auenuon weignt

' IARNN-OCCAM

22 2, 200t 0 100 5 jgon o w wo w wn w on n es ge (JCCAM'S RAZOY: Among the whole words set, we choose
those with fewest humber that Cah represent the sentence.

position in a sentence position in a sentence

Methods i -

L= \,} Tfor the speciPc question representation T,

qp Q"

In order to solve the attention bias problem, we proposed we use a vector wgp to project it into
three inner attention based RNN models that add attention JF=J; + n; Z ot scalar value n and then we add it into the
before recurrent representation. =1 original objective
Modell :TARNN-WORD . Experiment
At = U(rq M X ) System MAP  MRR
-~ (Wang and Nyberg, 2015) T 0.7134  0.7913
Xt = O * X¢ (Wang and Ittycheriah, 2015) 0.7460  0.8200
what why (Santos et al., 2016) T 0.7530 0.8511
- GRU 0.6487  0.6991
Instead of adding OARNN 0.6887  0.7491
attention information IARNN-word 0.7098  0.7757
. IARNN-Occam(word) 07162  0.7916
to the hidden Iayers IARNN-context 07232 0.8069
where how TARNN-Occam(context) 0.7272  0.8191
Sf RI\H\I (igg&'we IARNN-Gate 0.7369  0.8208
irectly a S
. . Trec—QA
information to the when System MAP MRR
. ceam reeulatio (Yang et al, 2015) 0652 0.6652
original word S (Yin et al., 2015) 0.6921  0.7108
i (Feng etal., 2015) 654 63 610 (Santos et al., 2016) 0.6886  0.6957
embedding. i e o1 @i G s
OARNN 65.4 66.1 60.2 OARNN 0.6881 0.701
TARNN-word 67.2125 67.0651 61.5896 TIARNN-word 0.7098 0.7234
_________________________________________________________________ IARNN-coment G108 et 630656 IARNN-Occam(word) ~ 0.7121 ~ 0.7318
| TARNN-Occam(context)  69.1125  68.8651  65.1396 IARNN-context 0.7182  0.7339
: : : | IARNN-Gate 69.9812  70.1128 627965 IARNN-Occam(context) 0.7341  0.7418
Visua liz ation | Insurance-QA IARNN-Gate 0.7258  0.7394
[ Wiki—-QA
|

Q: how old was monica lewinsky during the affair ?
Monica Samille Lewinsky ( born July 23 , 1973 ) is an American woman with whom United States President Bill Q: what did gurgen askaryan research when he entered the moscow state university?
le she worked at the White House in 1995

OARNN:  Clinton admitted to having had an ** improper relationship " whi

Answer: The effects of relativistic self focusing and preformed plasma channel guiding are analyzed.
Monica Samille Lewinsky (_) is an American woman with whom United States President Bill

IARNN-CONTEXT:  Clinton admitted to having had a_tionship " while she worked at the White House in - IARNN-WORD: _
An example demonstrates the advantage of IARNN in capturing the informed part of a An example illustrates the IARNN-CONTEXT could attend the consecutive words in a sentence.

sentence compared with OARNN.
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